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Led by former information warfare and cyber security experts, Cyabra 
offers an AI-driven open source intelligence platform to detect inauthentic 
accounts that are spreading disinformation and fake news. Using publicly 
available information, Cyabra works with governments and organizations 
around the world to break down the billions of online conversations in real 
time to provide a deeper understanding of what's hidden behind these 
conversations.

WHO WE ARE

OUR SOLUTIONS
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APPROACH
● Cyabra's advanced AI algorithm scans keywords, hashtags, profiles, and 

posts, utilizing 500+ behavior parameters, including post frequency, 
languages, and content originality, to assess profile authenticity. 

● Recognized by global governments, it boasts a 90%+ accuracy rate in 
distinguishing genuine from fake profiles.

● Cyabra conducted scans of the following hashtags: "#Israel_is_terrorist," 
"#Al-Maamdani_Hospital_Massacre," and "#Baptist_hospital" in Arabic, as 
well as the hashtags "#IsraelNewNazism" and "#IsraelTerrorist" in English. 
These scans were performed on Twitter (X) between 12PM EST on 
October 17th and 12PM EST on October 18th.

INTRODUCTION:
OUR MISSION
PURPOSE
● For this investigation, our goal was to determine the proportion of Twitter (X) 

discussions alleging that Israel bombed the Baptist hospital in Gaza that 
originated from fraudulent or fake accounts.

FINDINGS
● An analysis of hashtags driving the conversation revealed that 35% of this 

conversation on Twitter (X) was generated by fake accounts. Drawing 
upon industry expertise, Cyabra has determined that the typical prevalence 
of fake accounts ranges between 5-7%. 

● Together, Cyabra calculated that these fake accounts’ posts—from just 24 
hours—had the potential to reach 43.8 million views.

● The fake profiles unilaterally called Israel a terrorist state and 
unequivocally took pro-Hamas stances. 

● We discovered 6 large, coordinated campaigns of fake accounts employing 
these hashtags in their posts. They criticized Israel and America, praised 
Hamas, and often shared graphic content of injured or dead Palestinians in 
Gaza.
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#مجزرة_مستشفى_المعمداني
#Al-Maamdani_Hospital_Massacre

FINDINGS
● We analyzed the conversation using this hashtag on Twitter (X) in the past 

24 hours (Oct 17th -18th). We found that 37% of the posts came from 
fake profiles.

● Cyabra calculated that the fake accounts’ posts using this hashtag—from 
just 24 hours—had the potential to reach 10.4 million views.

● While 90% of the fake posts using this hashtag were in Arabic, 50% of the 
top 20 most-viral fake posts were written in English.

EXAMPLES
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#IsraeliNewNazism
FINDINGS
● We analyzed the conversation using this hashtag on Twitter (X) in the past 

24 hours (Oct 17th -18th). We found that 31% of the posts came from 
fake profiles.

● Cyabra calculated that the fake accounts’ posts using this hashtag—from 
just 24 hours—had the potential to reach 5.2 million views.

● These posts shared stories from those inside Gaza on the “Israeli 
bombing” and unilaterally claimed there was a “genocide”

EXAMPLES
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#IsraelTerrorist
FINDINGS
● We analyzed the conversation using this hashtag on Twitter (X) in the past 24 hours 

(Oct 17th -18th). We found that 39% of the posts came from fake profiles.
● We found that most of the fake profiles shared distressing images and videos of 

injured Palestinians. Some accounts posted a video of a doctor amid the hospital 
explosion, while others shared AI-generated images depicting a bloodied Prime 
Minister Netanyahu. Regardless, these fake posts appeared to be intentionally 
provocative and disturbing.

● Cyabra calculated that the fake accounts’ posts using this hashtag—from just 24 
hours—had the potential to reach 15.4 million views.

EXAMPLES
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FINDINGS
● We analyzed the conversation using this hashtag on Twitter (X) in the past 

24 hours (Oct 17th -18th). We found that 42% of the posts came from 
fake profiles.

● We uncovered a community of 47 fake accounts that emerged after the 
hospital bombing. These accounts promoted Holocaust denial, expressed 
admiration for Hitler, and advocated for a "rewind in history."

● Cyabra calculated that the fake accounts’ posts using this hashtag—from just 
24 hours—had the potential to reach 6.3 million views.

EXAMPLES

#إسرائیل_إرھابیة
#Israel_is_terrorist
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FINDINGS
● We analyzed the conversation using this hashtag on Twitter (X) in the past 

24 hours (Oct 17th -18th). We found that 31% of the posts came from 
fake profiles.

● Cyabra calculated that the fake accounts’ posts using this hashtag—from 
just 24 hours—had the potential to reach 8.2 million views.

EXAMPLES

#المستشفى_المعمداني
#Baptist_hospital
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FINDINGS
● We discovered 6 large, coordinated campaigns employing these hashtags. 
● While a few of these campaigns exclusively used Arabic hashtags and 

posted content in Arabic, we also identified one campaign that posted 
entirely in English and another campaign that posted in Hebrew, Arabic, 
and English. In the latter campaign (shown in the image below), the fake 
profiles demonstrated a high level of sophistication, with accounts 
featuring typical Israeli names posting in Hebrew, profiles with Muslim 
names posting in Arabic, and those with Anglo names posting in English.

● On the following page, you will find screenshots of posts from fake 
accounts in Hebrew. These fake profiles, with their imperfect Hebrew, all 
shared an identical meme, albeit with altered captions. The campaign, 
calling the hospital bombing an “Israeli massacre” had the potential to 
reach over 900K people.

● Another campaign’s posts in the past 24 hours alone had the potential 
to reach over 500K people. This specific campaign was solely in 
English. 

BOT FARMS MAPPED OUT

COORDINATED ACTIVITY
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FAKE HEBREW PROFILES
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SUMMARY
● These hashtags, whether in English or Arabic, gained viral traction on 

Twitter (X) in the 24 hours following the bombing of the hospital in 
Gaza. We analyzed these hashtags to determine the percentage of 
their traction that came from real versus fake profiles. As 
demonstrated throughout this report, a third of the profiles engaged 
in discussions related to each hashtag on Twitter (X) were found to 
be fake. More importantly, these fake profiles' posts garnered tens 
of millions of views. 

● As traditional media wavered in their coverage of the bombing and its 
attribution, people turned to social media for information. Cyabra 
estimates that over 43 million people were exposed to the posts of 
these fake profiles in the 24 hours following the bombing. 

● Additionally, we discovered that these fake profiles coordinated their 
behavior to promote and amplify graphic pro-Palestinian and 
pro-Hamas  images designed to evoke a visceral response. They 
created profiles that posted content in English, Hebrew, and Arabic 
to manipulate the online narrative.



Questions? 
Reach Out!

jules@cyabra.com

www.cyabra.com
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